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The Problem: Evaluating LLM Reasoning is 
Hard
• Large Language Models (LLMs), even with Chain-of-Thought (CoT) 

prompting, still struggle with robust, complex reasoning.
• Evaluating their true capabilities is challenging because existing 

benchmarks have limitations:
• Formal Solvability: Math reasoning tasks can be offloaded to formal tools. 

Datasets like RuleTakers can be solved by rule-based systems.
• Structural Simplicity: Commonsense benchmarks like SocialIQA often involve 

only 1-2 steps of reasoning.
• Artificiality: Many datasets like bAbI and CLUTRR are synthetically crafted and 

don't reflect the nuance of natural text.
• The Gap: There is a need for a benchmark that involves both 

sophisticated natural language and sophisticated, multi-step 
reasoning.



The Solution: MuSR (Multistep Soft 
Reasoning)
• MuSR is a new dataset for evaluating language models on 

multistep soft reasoning tasks specified in a natural language 
narrative.
• Novel Neurosymbolic Generation
• Scalable and Renewable
• Realistic & Challenging
• Not Trivial for the Creator
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